Comment installer-icinga-2-logiciel-de-contrdle-sur-debian-12
Icinga 2 is an open-source monitoring system that checks the availability of network resources, notifies users of outages, and generates performance data for reporting. You can monitor

network services (SMTP, POP3, HTTP, NNTP, ping), host resources (CPU usage, Disk usage), and network components (switches, routers, temperature, and humidity sensors) using Icinga2. It
can be integrated with Nagios plugins.

In the following tutorial, you will learn how to install Icinga2 on a Debian 12 server and connect it to a client node. Instead of the default Apache server, we will use Nginx to run Icinga2 Web.

Prerequisites

¢ Two machines running Debian 12. One of them will act as a Master server and another one will act as the client for monitoring.

* A non-root user with sudo privileges o ers.
* A fully qualified domain name (FQ server, icinga.example.comand the client node, client.example. com.

® Make sure everything is updated.

$ sudo apt update && sudo apt upgrade

* Few packages that your system needs.

. $ sudo apt install wget curl nano software-properties-common

Some of these packages may already be installed on your sy

Step 1 - Configure Firewall on the Maste rver.

The first step is to configure the firewall. Debian comes with ufw ( plicated Firewall) by

Check if the firewall is running.

$ sudo

You sh g output.

Status:

Allow SSH port so the oesn't break the current connection on enabling it.

. $ sudo ufw allow OpenSSH

Allow port 5665 which is required by the Icinga2 t to connect to the server.

© $ sudo ufw allow 5665

'\ $ sudo ufw al
$ sudo ufw a

wall

able
isrupt existing ssh connections. Proceed
tive and enabled on system startup

peration (y[n)? y

tatus
$ sudo ufw status
You should see a similar outp

| Status: active

To

* OpenSSH 4 Anywhere
80/tcp oW Anywhere
443 Low Anywhere

. 5665 ALLOW Anywhere

| OpenSSH (v6) ALLOW Anywhere (v6)

- 80/tcp (v, ALLOW Anywhe,
443 (v, ALLOW Anywhei
5665 ALLOW Anywhe;

St MariaDB Server

Deb: e latest version of MariaDB. You can instal

mariadb-server

i $ sudo ap
Check the version of MySQL.

$ mysql --version

mysql Ver 15.1 Distrib 10.11.4-MariaDB, for debian-linux-gnu (x8 EditLine wi

Run the MariaDB secure install script.

$ sudo mariadb-secure-installation

You will be asked for the root passwo: se we haven't set any password for it.

NOTE: RUNNING ALL PARTS OF THIS SCRIPT IS Rl
SERVERS IN PRODUCTION USE! PLEASE READ

' In order to log into MariaDB to secure it, we'll need the current
password for the root user. If you've just installed MariaDB, and
haven't set the root password yet, you should just press enter here.

| Enter current password for root (enter for none):

Next, you will be asked if you want to switch to the Unix socket authentication method. The unix socket plugin allows you to use your operating system credentials to connect to the MariaDB
server. Since you already have a protected root account, enter » to proceed.

0K, successfully used password, moving on...

Setting the root password or using the unix socket ensures that nobody H
can log into the MariaDB root user without the proper authorisation. H

You already have your root account protected, so you can safely answer 'n'.

. Switch to unix_socket authentication [Y/n] n




Next, you will be asked if you want to change your root password. On Debian 12, the root password is tied closely to automated system maintenance, so it should be left alone. Type n to proceed
further.

. skipping. !

You already have your root account protected, so you can safely answer 'n'.

H Change the root password? [Y/n] n

Next, you will be asked certain questions to improve MariaDB security. Type Y to remove anonymous users, disallow remote root logins, remove the test database, and reload the privilege
tables.

. skipping.
By default, a MariaDB installation has an anonymous user, allowing anyone
to log into MariaDB without having to have a user acco created for
them. This is intended only for testing, and ti nstallation

© go a bit smoother. You should remove them b a
production environment.

Remove anonymous users? [Y/n] y
. Success!

Normally, root should only be allowed to ¢ ‘. This
. ensures that someone cannot guess at the network.

Disallow root login remotely? [Y/n] y
o uccess
By default, MariaDB comes with a database named 'test' that al

. access. This is also intended only for testing, and should be
before moving into a production environment.

Remove test database and access to it? [Y/n] y
- Dropping test database. ..
. Success!
- Removing privileges on test database..
. Success!

Reloading the privilege tables will ensure that all changes made so far
will take effect immediately.

. Reload privilege tables now? [Y/n] y
... Success!

Cleaning up...

All done! pleted all of the above steps, your MariaDB
installa secure.

Thanks.

You ca: shell by typing sudo mysqt or sudo ma

MariaDB

Log in to the MariaDB she our root password when prompted.

Step

$ sudo mysql
Create the Icinga database.
MariaDB [(none)]> CREATE D

Create the SQL us or Icinga2. Don't ¢ the database and the default. If you wan ge them, you will need to per
steps while inst; ySQL driver in Step 5 the password and yo nfigure where yo pecify your custom datab

inga2'@" D BY 'Your password.

)]> GRANT ALL PRIVILEGES ON icinga2.*

ga2'@'localhost’';

are not eate another SQL. ploy password a d for this one.

MariaDB> GRANT ALL ON *.* TO ‘navjot'@'localhost’' IDE BY 'Yourpassword32!

Flush user privileges.

. MariaDB [(none)]> FLUSH PR

Exit the shell.

MariaDB [(none)]>

11 Icinga2 a onitoring

official repository for installation. Downloz import ga2 G
ages.icinga.com/icinga.key | sudo gpg --dearmor share/ke, cinga-a yring. gpg
Run the

ommands to create and add the Icinga2 reposi ormatit e APT s list.

$ echo "deb [signed-by=/usr/share/keyrings/icinga-archive-keyring.gpg] h ackages.icinga.com/debia -'1sb_re ) Melease -cs)-icinga. list
- $ echo "deb-src [signed-by=/usr/share/keyrings/icinga-archive- keyrylg P /packages.icinga.com/de 1 " ma L list. b _release -cs)-icinga.list

Update the system repositories list.

. $ sudo apt update
Install Icinga2, Icingacli, and the monitg

$ sudo apt install icinga2 monitoring-plu

Step 5 - Install IDO MySC

For Icinga2 to work, it needs a database. For that, we need to install the IDO MySQL driver and set up the database connection. Run the following command to install the MySQL driver.

on the Master Server

: $ sudo apt install -y icinga2-ido-mysql

Next, you will be asked to enable the ido-mysq]l feature. Select Yes to continue.



Please specify whether Icinga 2 should use MySQL.

Enable Icinga 2's ido-mysql feature?

{ Configuring icinga2-ido-mysql

You may later disable the feature by using the "icinga2 feature disable ido-mysql" command.

Next, You will be prompted to set up the driver and create a database using the dbsconfig-common utility. Select Yes to continue.

Next, you will be asked for the MySQL password for the icinga2 database. Enter the password configured in step 3 to continue.

You will be asked to confirm the password again.

| Configuringiicinga2=ido-mysql
Please provide a password for icimga2-ido-mysql to register with the
database server. If left blank, a random password will be generated.

MySQL application password for icinga2-ido-mysql:

<Cancel>

Configuring icinga2-ido-mysql

Password confirmation:

$ suda cat /fetc/icinga2/features-available/ido-mysql.conf

* The db_ido mysql library implements IDO functionality

* for MySQL.
*/

library “db_ido mysql"“

object IduMyqu(onnectmn “ido-mysql" {
user = "icingal",

password = ”Vour password2”,
host = "localhost",
database = "icinga2"

Enable the ido-mysqt feature.

$ sudo icinga? feature enable ido-mysql
Enabling feature ido-mysql. Make sure to restart Icinga 2 for these changes to take effect.

$ sudo systemctl restart icinga2

Verify the service status.

$ sudo systemctl status icinga2
? icinga2.service - Icinga host/service/network monitoring system

Loaded: loaded (/lib/systemd/system/icinga2.service; enabled; preset: enabled)

Drop-In: /etc/systemd/system/icinga2.service.d
22limits. conf

Active: active (running) since Mon 2024-01-08 07:35:29 UTC; 4s ago

Process: 15404 ExecStartPre=/usr/lib/icingaZ/prepare-dirs /etc/default/zc.mgaZ (code=exited, status=0/SUCCESS)
Main PID: 15411 (icinga2)

Status: "Startup finished."

Tasks: 14

Memory: 13.6M

CPU: 858ms
CGroup: /system.slice/icinga2.service

Step 6

7715411 /usr/1ib/x86 64-1inux-gnu/icinga2/sbin/icinga2 ==mo=Stack-rlimit daemem ==close-stdio -e /var/leg/icinga2/error.log
7715433 fusr/lib/x86_64-linux-gnu/icinga2/sbin/icinga2 ==mo@-Stack-rlimit daemem ==close-stdio“=e /var/leg/icinga2/error.log
7715438 /usr/lib/x86 64-linux-gnu/icinga2/sbin/icinga2 ==mo-stack-rlimit daemem ==close-stdio -e"/var/leg/icinga’/error.log

Configure Icinga2 API

To manage and configure the Icinga2 monitoring through HTTP, you need to configure the Icinga2 API. Run the following command to enable the Icinga2 API, generate TLS certificates for
Icinga2, and update Icinga2 configurations.

$ sudo icinga2 api setup

You will get a similar output.

information/cli: Generating new CA.

: Writing private key to '/var/lib/icinga2/ca//ca.key’.
Writing X509 certificate to '/var/lib/icinga2/ca//ca.crt’.

Information/cli: Generating new CSR in '/var/lib/Iicinga2/certs//icinga.example.com.csr'.
information/base: Writing private key to '/var/lib/icinga2/certs//icinga.example.com.key’.
information/base: Writing certificate signing request to '/var/lib/icinga2/certs//icinga.example.com.csr’.

information/cli: Signing CSR with CA and writing certificate to ’/var/lzb/1c1ng52/certs//1cmga.example,cam.crt’.

information/pki: Writing certificate to file '/var/ llb/zczngaZ/certs//lclnga example.com.crt’.
information/cli: Copying CA certificate to '/var/lib/icingaZ/certs//ca.crt

Information/cli: Adding new ApiUser 'root’' in '/etc/icinga2/conf.d/api- users conf’.
information/cli: Reading '/etc/icinga2/icinga2.conf’

Information/cli: Enabling the 'api’' feature.

Enabling feature api. Make sure to restart Icinga 2 for these changes to take effect.
information/cli: Updating 'NodeName' constant in '/etc/icingaZ/constants.conf’.
information/cli: Created backup file '/etc/icingaZ/constants.conf.orig’.

information/cli: Updating 'ZoneName' constant in '/etc/icinga2/constants.conf’.
information/cli: Backup file '/etc/icinga2/constants.conf.orig' already exists. Skipping backup.

Done.



| Now restart your Icinga 2 daemon to finish the installation!

The above command creates a /etc/icinga2/conf.d/api-users. conf file with the default user root having all the permissions over the Icinga2 API. We need a new user with minimal permissions
required by Icinga Web.

Open the api-users. conf file for editing.

T
i $ sudo nano /etc/icinga2/conf.d/api-users.conf

Add the following code at the end of the file. Choose a strong password for the API.
' y#* api for icingaweb2 ¥/
. object ApiUser "icingaweb2" {

password = "PassWordApiIcingalWeb2"

permissions = [ "status/query", "actions/*", "o odify/*", "objects/query/*" ]

Make a note of the credentials which on to access the website. The Icinga2 API server listens on port 5665 by default. Restart the e for the changes to take effect.

The next step is to install the Icinga Web i ginx and the SSL certificates.

e-configured for Apache the Nginx server. Therefore, first,

Step 7 - Install Nginx

Debian 12 ships with an older version of Nginx. To install the la

ion, you need to dow official Nginx repository.

Import Nginx's signing key.

. $ curl https://nginx.org/keys/nginx signing.key | gpg --dearmor \
| sudo tee /usr/share/keyrings/nginx-archive-keyring.gpg >/dev/null

Add the repository for Nginx's mainline version.

ainline/debian 'lsi ease -cs'
ist.d/nginx. list

© $ echo "d ~/share/keyrings/ngis rchive-keyring.gpg arch
g inli ian w ginx” \

. $ sudo ap
Install Nginx.

$ sudo apt install nginx

Verify the installation. On Debian systems, the fo g command will only worl

© $ sudo nginx -v
© nginx version: nginx/1.

Start the Ngi

tl status nginx

ce - nginx - high performance web serve,
2 ; preset: enabled,

; 4s ago

ginx.conf (code=exit 5=0/SUCCESS)

: 1633 g

;3 (limit: 2299)

;2.9

PU: 16ms
CGroup: /system.slice/nginx.service

7716331 i me
2716332
7716333

¢ /etc/nginx/nginx.

. Jan 08 07:4.
. Jan 08 07:

Step 8 - In SSL

We need to inst bot to generate th ertifical st versio:

:24 icinga sys tarting nginx.se nginx - high performance
:24 icinga s Started nginx.ser 1inx - high performance we

g the Slri tool. We will be using the Snap

't come with Snapi led. Install Snapd

ands to ensure that your version of Snapd

all core & sudo snap refresh core

| $ sudo snap install --classic certbot

Use the following command to ensure that the Certbof d can be run by g a symbolic bin directo:

. $ sudo ln -s /snap/bin/certbot /usr/bin/ce
Verify if Certbot is functioning correct

' $ certbot --version
. certbot 2.8.0

Run the following command to generate an SSL Certificate.

'\ $ sudo certbot certonly --nginx no-eff-email --staple-ocsp --preferred-challenges http -m name@example.com -d icinga.example.com

TR TEEES e e res

The above command will download a certificate to the /etc/tetsencrypt/live/icinga.example. com directory on your server.

Generate a Diffie-Hellman group certificate.

i $ sudo openssl dhparam -dsaparam -out /etc/ssl/certs/dhparam.pem 4096
b

Check the Certbot renewal scheduler service.

! $ sudo systemctl list-timers i




You will find snap. certbot. renew.service as one of the services scheduled to run.

PASSED  UNIT ACTIVATES
6 UTC 1h 56min left Sun 2024-01-07 09:47:46 UTC 22h ago systemd-tmpfiles-clean.timer systemd-tmpfiles-clean.service i
:00 UTC 5h 43min left - snap.certbot. renew. timer snap.certbot. renew.service ]
:00 UTC 16h left Mon 2024-01-08 00:00:01 UTC 7h ago dpkg-db-backup. timer dpkg-db-backup. service '

If you see no errors, you are all set. Your certificate will renew automatically.

Step 9 - Configure Nginx

Since Icinga is configured for Apache, age is not installed by default. You will also need the PHP Imagick module if you want to export the graphs to PDF. Run the following

command to install PHP-FPM and the

$ sudo apt install php-fpm php-imagick

Configure PHP-FPM

Open the file /etc/php/8.2/fom/pool . d/wwmw. conf.

We need to set the Unix user/group of PHP processes to nginx. Fi user= d group ta lines ile and change

; Unix user/group of processes

; Note: The user is mandatory. If the group is not set, the default user

I/ will be used.
user = nginx

group = ngi,

Find t ata and listen.group = www-data line:

; Set p ocket, if one is used. In Linux, read/write

; permis rder to allow connections from a web server. Many
; BSD-de, n ecnans regardless of permis: 5. The owner

; and group her by name or by their numeric IDs.

; Default Values: user a e set as the running use

mode is
listen.owner = nginx
listen.group = nginx

Save the file by pressing Ctrl + en prompted.

Restart the PHP-FPM service.

$ sudo systemctl restari

Configure
Create and file inx/conf.d/icinga diting.

¢/nginx/col

owing code in it.

server pame I

access log /var/log/nginx/icinga.access.log;
error log  /var/log/nginx/icinga.error.log;

# SSL

ssl_certificate /et e. com/fullchain. pem;
ssl_certificate key /et e. com/privkey.pem;
ssl _trusted certificate iple. com/chain.pem;
ssl_session_timeout 5

ssl_session_cache sh

ssl_session_ticket.

ssl protocols TLS) 4 ;

ssl_prefer_server

ssl_ciphers ECDh ESJZE GCM-SHA256 : ECDHE - RSA - SHA256 : ECDHE - ECDSA - AES256 - GCM- SHA384 : ECDHE - RSA - AES256 - GCM- SHA384 : ECDHE - ECDSA - CHACHA20 - POL Y1305 : ECDHE - RSA - CHACHA20- POL Y1305 : DHE -RSA - AES 1.
ssl_ecdh_curve ime256v1:secp384rl:secp521rl;

ssl_stapling

ssl_stapling ;

ssl d /certs/dhparam. pem;
re

php(.*)$ {
0.0.1:9000;
/run/php/php8 2-fpm.sock; # Depends On The PHP

ath 1nfu NANphp) (/.4)8;

par:
L‘RIPT FILE/VAME /usr/share/icingaweb2/public/index.
ICINGAWEB CONFIGDIR /etc/icingaweb2;
aram REMOTE USER $remote user;

}

location ~ ~/(.%)? {
alias /usr/share/icingaweb2/public;
iIndex index.php;
rewrite °/$ /dashboard,;
try files $1 $uri $uri/ /index.php$is args$args;

}
Zacatmn ~ \.php$ {
H n 404;
[
. # enforce HTTPS
. server {
i listen
listen

server_name icinga. éxample com;
return 301  https: //Mnstsrequest urt

Notice the root directory to be used in the Ng¢' onfiguration is /usr/share/icingaweb2/public.
Save the file by pressing Ctrl + X and entering Y when prompted once finished.

Open the file /etc/nginx/nginx. conf for editing.

3 sudo nano /etc/nginx/nginx.conf

Add the following line before the line inciude /etc/nginx/conf.d/*. conf;.

server_names_hash_bucket size 64;

Save the file by pressing Ctrl + X and entering Y when prompted.

Verify the Nginx configuration file syntax.



$ sudo nginx -t
nginx: the configuration file /etc/nginx/nginx.conf syntax is ok
nginx: configuration file /etc/nginx/nginx.conf test is successful

Restart the Nginx service.

$ sudo systemctl restart nginx

Step 10 - Prepare Web Setup

Before accessing Icinga Web, we need to install it along with the command line tool.
$ sudo apt -1'nstall icingaweb2 icingacli

Add the Nginx user to the icingawebz group.
$ sudo usermod -aG icingaweb2 nginx

Set the permissions of the Icingaweb directory to the icingawevz group.

$ sudo icingacli setup config directory --group icingaweb2
Successfully created configuration directory /etc/icingaweb2

When using Icinga Web, you are required to authenticate using a token. Generate the token using the following command.

$ sudo icingacli setup token create
The newly generated setup token is: 56951f01f9f77a68

Note down the token because you will need it later. You can always retrieve it later using the following command.

$ sudo icingacli setup token show
The current setup token is: 56951f01f9f77a68

The next step is to create a database and a database user. Log in to the MariaDB shell.

$ sudo mysql

Create the Icinga Web database.

/v-fa;;'aﬁs [ (none)-]-> (R&"/‘l ;'E DATABASE icingaweb-z-;
Create the SQL user account for Icinga Web.

MariabB [(none)]> CREATE USER 'icingaweb2'@'localhost IDENTIFIED BY 'Your password3';
Grant all privileges on the database to the user.

MariaDB [(none)]> GRANT ALL PRIVILEGES ON icingaweb2.* T0 'icingaweb2'@'localhost’;

MariaDB [(none)]> FLUSH PRIVILEGES;
Exit the shell.

W S, ST ———— ey USSR me——
i MariaDB [(none)]> exit

Restart Nginx and PHP-FPM to apply the permission changes.

$ sudo systemctl restart nginx php8.2-fpm

Step 11 - Set up IcingaWeb

Open the URL nttps://icinga.example. con/setup in your browser and you will get the following screen.

Welcome to the configuration of Icinga Web 2!

This wi 2 you through t

up Token

e neets 1o a sing 8 tken whic 1o bim by an administrotor whard followed the
<q sure that all of the fc o your environr

up icingaweb2”

Enter the token generated in the previous step and press the Next button to proceed.




Modules

The follow weere: fousncl in yenr heing 2 installation. To en d configure & module, just tick it and elick “Nex

Translation

On the next screen, choose the modules you want to install and click Next to proceed. The Monitoring module is selected for you by default. On the next page, you will be shown the
requirements and whether they have been fulfilled. Make sure all the requirements are marked green.

Icinga Web 2
PHP Version
Linux Platform.
cinga PHP libraty The einga PP beary 084 s ¢ 172 vics 2 el e
Icinga PHP Thirdparty 1F Thirdpast wit o eingga Web 2 and m
create cyptographi-s
o and custom HTML
M module for BHP s re < expan fancicnsities = well
ccataarion the ge PP is e
imezone ane date . 13 regatatian, the INT. &
4

12 10, the DOM moo

PHP Madule: GD In case you want views being exparied 1o PDF, youl need ihe GD extension
PHP Madule: Imagick i eing exported to POF as well yrurl eed the
p o P
PHP Module: PDO-MySQL s o prc databse the POC- WSO module
PHP Module: PDO- Ta \::n
PastgreSQL .
Database
Read- and writable storage
directory

Read- and writable
configuration directory
Manitoring Module
PHP Module: cURL

Click Next to proceed to the next page to select the authentication type.

Authentication

6 Please choose how you want to authentica accessing Icinga Web 2 nfiguring backend
specific details 1:/l0ws in a later step.

Authentication Typ: Database

The authentication type is set to Database by default. Click Next to proceed. You will be asked to fill in the database credentials on the next page.
Database Resource

created once th

essfully val

web_db

Port

Jatabase Name *
Username *
Password *

Character Set

Use SSL c 0

k J Validate Configuration

Fill in the database credentials created in step 10. Click the Validate Configuration button to verify the credentials. Once verified, click Next to proceed. Next, you will be asked to name the
authentication backend.



Authentication Backend

database for aut on all you need ow is defining a n
n backend.

Backend Name icingaweb2

Leave the default value and click Next to proceed. On the next page, you will be asked to create an administrator account.

Administration

‘ Now it's time to configure your first administrative account or group for Icinga Web 2.
Usemname *
Password *
peat password *
Lot Tl

* Required field

Enter the credentials for your new administrator account and click Next to proceed. Next, you will be shown the Application Configuration page.

Application Configuration

ljust all application and legging related configura options to fit your needs.

Show Application State
Messages

Enable strict content security
policy

Logging Type *
Logging Level *
Application Prefix * icingaweb2
Facility *
Next

Required field

The Enable strict content security policy is unchecked. Check it and leave all the other default values untouched. Click Next to proceed. You will be asked to review the configuration on the
last page.

You can go back to change any of the settings. If you are satisfied, elick Next to proceed.

Welcome to the configuration of the monitoring
module for Icinga Web 2!

the core module for Icinga Web 2. It offers various status and reporting viev th powerful filter

lities that allow you to keep track of the most important ev. ] ironment.

Click Next to proceed with the configuration of the monitoring module. Next, you will be asked for Icinga database credentials.




Monitoring IDO Resource

nnection det:

as icinga? on loca

vers

-MariaDB—

leb12ul

vér'sum_cxi‘]i le_os: debian-1i nux-gnu

Resource Name *

Database Type *

Host *

icinga_ido

MySQL

localhost

Port

Database Name *

Usemame *

Password ™

Character Set

Use SSL

Fill in the database credentials in step 3 and click Validate Configuration to verify the connection. Once verified, click Next to proceed. Next, you will be asked to fill in the API details.
Command Transport

a Please define below how you want to send commands to your monitoring instance.

i The configuration has bec sfully validated.

Transport Name * icinga2

Transport Type * inga 2 API
Host 127.0.0.1
5665

APl Usemame *

icingaweb2

API Pass,

= - ]

Required field

Fill in the API credentials created in step 6, 127.0.0.1 as the Host, and click Validate Configuration to verify the connection. Click Next to proceed. Next, you will be asked to choose protected
custom variables for monitoring security.

Monitoring Security

Protected /ariables “pass®,corn

Leave the default values and click Next to proceed. Next, you will be asked to review the Monitoring configuration. You can go back and change it if you want.

o be made bef
It after it has ¢

You've configured the man
navigate back to make any

E— w the change
you can start using the monitoring

up. Make sure
en set up.

ng is cormect (Feel free to

Command Transpot | Monitoring Sec:
Icing Web 2 wil [
ommand ruronment against pryng
e [r—————

Monitoring

Icinga W mation from

ent using a backend
ecified resaurce

Protected 5
Custom Variables 7

If you are satisfied, click Finish to complete the installation.

Congratulations! icinga Web 2 has been successfully set up.




Once finished successfully, click the Login to Icinga Web 2 button to open the login page (sttps://icinga.example. com).

Enter your administrator account details and click the Login button to open the Icinga Web dashboard.

Comnt Incdorts Overdae  Mused

ICINGA

Service Problems

Mo series found matching the fies.

18 (81 Yradessm) | osotery

ctian-2idemaue (protocel 2.

abe for uparade

Step 12 - Initialize Master Server

The next step is to initialize the master server as the master node. The master node acts as the main controller for the monitoring stack. Run the following eommand to start the initialization
process.

$ sudo icinga2? node wizard
You will be prompted if it is an agent setup. Enter » to set up the master node.

Welcome to the Icinga 2 Setup Wizard!
We will guide you through all required configuration details.

Please specify if this iIs an agent/satellite setup ('n' installs a master setup) [Y/n]: n

Next, you will be asked for the common name or the domain name. Press Enter to select the default value that is displayed if it's the correct one. Otherwise, enter the domain and press Enter.

Please specify the common name (CN) [icinga.example.com]:

Reconfiguring Icinga...

Checking for existing certificates for common name 'icinga.example.com'...

Certificate '/var/lib/icinga2/certs//icinga.example.com.crt’ for CN 'icinga.example.com' already existing. Skipping certificate generation.
Generating master configuration for Icinga 2.

‘api’ feature already enabled.

Next, enter the master zone name and press Enter to proceed. In our case, it is the same as the server domain name.

Master zone name [master]: icinga.example.com



Next, you will be asked if you want to add any additional global zones. Press » to skip adding and press Enter to proceed.

Default global zones: global-templates director-global H
Do you want to specify additional global zones? [y/N]: n H
i

In the next step, leave the API bind host and port as default and press Enter to proceed.

Please specify the API bind host/port (optional):
Bind Host []:
Bind Port []:

Next, press vto disable the configuration inside the setc/icingaz/conf.ds directory since we will use the Icinga2 Zones configuration later.

© Do you want to disable the inclusion of the conf.d
© Disabling the inclusion of the conf.d director
Checking if the api-users.conf file exists..

ory [Y/n]: Y

. Done.

Now restart your Icinga 2 daemon to finisi
Restart the service to apply the change
$ sudo systemctl restart icinga2

or the client server.

And last but not least, run the following command to create domain name as the argument.

$ sudo icinga2 pki ticket --cn 'client.example.com’
c8112a3b8653434160ed8b776906e5452d8d09c

Note down the ticket for use later.

Step 13 - Initialize Icinga2 Agent on Cli

Log in to the er and install Icinga2 and the monitoring p | wing co ds to do

icinga. com/;czng' ey | sudo gpg --dearmor

i $ wget s K

i $ echo hare/keyrings/ic: archive-keyring /apt/source /$(lsb_release -
$ echo sr/share/keyrmgs/xanga archive-key; etc/apt, list.d/$(lsb_rel
$ sudo

% sudo all i onitoring-plugins -y

Verify if the enabled and running.

$ sudo systemctl status ici
? icinga2.service - Icinga ho: tori 'stem
Loaded: loaded (/lib/syste e; enabled; preset:
Drop-In: /etc/systemd/systenm,
??limits.conf
Active: active (running) since Mon 2024-01-08 1 UTC; 35s ago
Main PID: 19530 (icinga2)

enabled)

Status: "Startup finished."
Tasks: 12
Memory .
CPU:
CGroup: /system.sld
7719530 icinga2 --no-stack-rlimit daen-clase
221957: 86 6 ux-gnu g cinga2 --no-stack-rlimit_daemon:.--close-

7719, b/x86_64-linux-gnu/icinga icinga2 --no-stack-rlim.
e € he client server.

node wizar

ompted if it is an agent setup. Ente et up the agent.

he Ic.

guide you

© Please specify if this is an agent/satellite setup (' alls a master setup)

Next, you will be asked to spe eave the default v d press Enter to proceed.

Starting the Agent/Satelliti

. Please spechy the commoi V) [client.example.

Next, specify the pa ter vto establish a connection to the parent node from the client.

dpoint as icinga.example.

Please specif) endpoint(s) (master or satellite)
| Master/: lame (CN from your ma. ellite nod

- Do

a connection to the ode from this node?

Ne: ss of the master server and leave the po: default

Ple r/satellite connection information:
. Mas nt host (IP address or FQDN): 199.247.31.184
Maste oint port [5665]:

Enter v to reject adding more master endpoints.
Add more master/satellite endpoints? [y/N]: N

Next, you will be shown the certificate information for the server. Press firm the and proceed.

Parent certificate information:

Version: 3

Subject: CN = icinga.example.

Issuer: CN = Icinga CA

Valid From:

Valid Until:

Serial: 3a:e5:5e:e6:d5:5e:ce e 7d:54:8f:82:b1:5e

Signature Algorithm: sha256WithRSAEncryptio
Subject Alt Names:  icinga.example.com

4
Fingerprint: DB 62 0D 2D AF 73 02 F2 86 0 CD OF 4F F2 D6 9E 86 AE F6 F9 E4 D7 F2 F2 60 78 1B 92 E5

' Is this information correct? [y/IV] Y

Next, enter the request ticket generated in the previous step.

Please specify the request ticket generated on your Ic.lnga 2 master (optional). H
(Hint: # icinga2 pki ticket --cn 'client.example.com'): c81f2a3b86534134160ed8b776906e5452d8d09¢c H

Leave the API bind host and port as default and press Enter to continue.

Please specify the API bind host/port (optmnal)
Bind Host []:
Bind Port []:

Next, enter v twice to accept configuration and commands from the master node.



Accept config from parent node? [y/N]: Y
Accept commands from parent node? [y/N]: Y

Press Enter to accept the default local zone name which is the client domain name. Enter the master domain name as the parent zone name to proceed.

Reconfiguring Icinga. ..
Disabling feature notification. Make sure to restart Icinga 2 for these changes to take effect.
Enabling feature api. Make sure to restart Icinga 2 for these changes to take effect.

Local zone name [client.example.com]:
icinga.example.com

Parent zone name [master]

Press v to skip adding additional global zones.

. Default global zones: global-templates director-g
- Do you want to specify additional global zones

Press v to skip disable the configuratio: nga2/conf. d/ directory.

Do you want to disable the inclusion of ti e nj]: Y
. Disabling the inclusion of the conf.d direc

Done.

Now restart your Icinga 2 daemon to finish the installation!
Restart the Icinga service to apply the configuration change

$ sudo systemctl restart icinga2

Step 14 - Create Zones Configuration o Master Se
Log back into the server and create a new directory as the default

$ sudo mkdi icingaZ/zones.d/icinga.example.com/

Next, cr

H $ sudo s.d/icinga.example.com/client.example.

Paste the fi

// Endpoints
object Endpoint "client.examp

The IP address in the co

hould match the public IP address of the client.

' // Zones

object Zone "client.example.com"
endpoints = [ "client.example. co
parent = "icinga.example.com"

}

// Host Objects

object Host “client.example.com” {
check_command = "host.
address = "95.179.138
vars.client _endpoin

Save the file g Ctrl + X and entering Y

owing code in it.

ervice "P:
check_command = "ping4"
assign where host.address // check executed on maste

// System Load

apply Service "System Load" {
check_command = "load"
command_endpoint = host.vars.
assign where host.vars.clie

ed on client01

// SSH Service
apply Service "SSH Serv.
check _command = "ssh"
command_endpoint = ho ient endpoint
assign where host. ve F endpoint

// Icinga 2 Servi,

apply Service . rvice" {
check_command

command .vars.client_endpoin
jss L s.client endpoint

Ru and to verify the configuration.

ilar output.

[2024-01-08 13:01:26 +0000] information/cli: Icinga application loader r2.14.1-1)
[2024-01-08 13:01:26 +0000] information/cli: Loading configuration file

[2024-01-08 13:01:26 +0000] information/ConfigItem: Committing config

[2024-01-08 13:01:26 +0000] information/ApilListener: My API identit xample. com.
[2024-01-08 13:01:26 +0000] information/ConfigItem: Instantiated ication.
[2024-01-08 13:01:26 +0000] information/ConfigItem: Instantiate

[2024-01-08 13:01:26 +0000] information/ConfigItem: Instantia ogger.
[2024-01-08 13:01:26 +0000] information/ConfigItem: Instantiy fysqlConnection.
[2024-01-08 13:01:26 +0000] information/ConfigLts ones.
[2024-01-08 13:01:26 +0000] information/Confi heckerComponent .
[2024-01-08 13:01:26 +0000] information/Con Endpoints.
[2024-01-08 13:01:26 +0000] information/Co d 2 ApiUsers.
[2024-01-08 13:01:26 +0000] information/Co 1 ApiListener.
[26024-01-08 13:01:26 +0000] information/Ce ) a 1 NotificationComponent.
1 [2024-01-08 13:01:26 +0000] information/ 246 CheckCommand's .
© [2024-01-08 13:01:26 +0000] information/Ct ' 4 Services.
[2024-01-08 13:01:26 +0000] information/ScC D riables to file '/var/cache/icinga2/icinga2.vars’

[2024-01-08 13:01:27 +0000] information/clT g the configuration file(s).
Restart the Icinga service to apply the configuration changes.

$ sudo systemctl restart icinga2?

Step 15 - Verify on the Icinga Dashboard

Open the Icinga2 Web Dashboard to verify the client machine information. Select Overview >> Hosts from the left menu, and you will see the following screen.



Problem handling

Performance data
Servicegroups

Label Valse Waming Critical
de 4%ms 300:  500=
® o 0% wx 100%

etacigroups
Comtacts

ents

00010165

Custom Variables

eliern_endpoint

Feature Commands

Active Checks
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# 25 -« Somby | SeniceMame

g Service o et
cinga 2 has been rumning ©

avdetuzuz (provocal 2

mentation

This confirms that the client is sending stats correctly to the Icinga master server.
Conclusion

This concludes our tutorial on installing Icinga Menitoring Software on a Debian 12 server and configuring it to monitor a client machine running the same Operating system. If you have any
questions, post them in the comments below.




